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**Abstrak**

**Pendahuluan:** Diabetes Melitus (DM) merupakan penyakit kronis yang semakin meningkat prevalensinya di seluruh dunia, termasuk Indonesia, di mana diperkirakan jumlah pengidapnya akan mencapai 16,2 juta jiwa pada tahun 2040. Penyakit ini disebabkan oleh kadar glukosa darah yang tinggi dan dapat memicu berbagai komplikasi serius jika tidak ditangani dengan baik.

**Tujuan:** Penelitian ini bertujuan untuk melakukan tinjauan sistematis terhadap model komputasional yang digunakan untuk mendiagnosis diabetes, dengan fokus pada metode Decision Tree, K-Nearest Neighbors, Naive Bayes, dan Logistic Regression.

**Metode:** Penelitian dilakukan dengan mengumpulkan artikel yang telah ditinjau sejawat dari berbagai sumber, menggunakan kata kunci terkait diagnosis diabetes dan metode komputasional. Data yang digunakan dalam analisis diambil dari dataset publik yang relevan.

**Hasil:** Dari Sekitar 157 hasil paper yang ditemukan, 20 artikel memenuhi kriteria inklusi. Hasil menunjukkan bahwa Logistic Regression dan Decision Tree memiliki akurasi yang lebih tinggi dibandingkan dengan K-Nearest Neighbors dan Naive Bayes, dengan akurasi rata-rata masing-masing 89% dan 87%.

**Kesimpulan:** Meskipun semua metode memiliki kelebihan dan kelemahan, Logistic Regression dan Decision Tree menunjukkan potensi yang lebih baik dalam diagnosis diabetes. Penelitian lebih lanjut diperlukan untuk meningkatkan akurasi dan kecepatan diagnosis.

**Kata Kunci:** Model Komputasi, Diagnosis Diabetes, Decision Tree, K-Nearest Neighbors, Naive Bayes, dan Logistic Regression.

## 1. PENDAHULUAN

Diabetes merupakan salah satu masalah kesehatan global yang terus meningkat. Menurut data WHO, jumlah penderita diabetes diperkirakan mencapai 422 juta pada tahun 2014, dan angka ini terus meningkat. Diabetes dapat menyebabkan berbagai komplikasi serius, termasuk penyakit jantung, kerusakan saraf, dan kebutaan. Oleh karena itu, diagnosis yang tepat dan cepat sangat penting untuk pengelolaan penyakit ini. Berbagai metode komputasional telah dikembangkan untuk membantu dalam diagnosis diabetes, termasuk Decision Tree, K-Nearest Neighbors, Naive Bayes, dan Logistic Regression. Penelitian ini bertujuan untuk menganalisis dan membandingkan efektivitas metode-metode tersebut dalam mendiagnosis diabetes.

Beberapa penelitian terdahulu telah membahas pengembangan sistem pakar untuk diagnosis penyakit diabetes. Widodo et al. (2021) merancang sistem pakar diagnosis penyakit diabetes berbasis web menggunakan algoritma Naive Bayes dengan tingkat akurasi yang cukup tinggi. Husada (2016) mengembangkan aplikasi clinical pathway penyakit kandungan pada ibu hamil menggunakan algoritma Naive Bayes dengan tingkat akurasi mencapai 83,3%. Andryanto et al. (2018) mengimplementasikan metode Naive Bayes untuk menentukan penyakit diabetes mellitus dengan tingkat akurasi terbaik mencapai 100% menggunakan 140 data training.

Diabetes adalah penyakit yang kompleks dan rumit. Tingkat diagnosa diabetes memberikan kontribusi yang signifikan terhadap komorbiditas dan tingkat komplikasi diabetes (CDA, 2008). Berdasarkan data histori penderita penyakit diabetes dapat dibuat rekomendasi prediksi penyakit diabetes yang membantu tenaga kesehatan yaitu menggunakan klasifikasi data dengan decision tree.

Penelitian menggunakan regresi logistik yang dilakukan oleh Gunawan et al dalam menghasilkan prediksi akurasi penyakit diabetes melitus sebesar 72,22% pada regresi logistik tanpa grid search, sedangkan prediksi regresi logistik dengan grid search menghasilkan akurasi sebesar 83,33%. Penelitian lain yang dilakukan oleh Marna et al dalam menghasilkan besarnya peluang faktor seorang mahasiswa yang memiliki ayah yang lulusan SMP dan ibu yang pendidikannya lulusan SMA (eksternal) memiliki waktu belajar kurang lebih 7 jam dan mahasiswa yang bersikap baik (internal) memperoleh IPK dibawah 3 sebesar 0,47 atau 47% sedangkan peluang memperoleh IPK lebih dari 3 adalah 0,53 atau 53%.

K-Nearest Neighbor (KNN) merupakan salah satu algoritma dengan teknik lazy learning yang menggunakan metode klasifikasi terhadap objek berdasarkan data yang jaraknya paling dekat dengan objek tersebut. KNN juga termasuk dalam kelompok instance-based learning. Pada algoritma KNN, data berdimensi q, jarak dari data tersebut ke data yang lain dapat dihitung. nilai dari jarak inilah yang digunakan sebagai nilai kedekatan antara data uji dengan data latih. Terdapat berbagai macam metode yang dapat diterapkan pada algoritma KNN dalam menghitung jarak kedekatan objek dengan data terdekat, namun yang paling umum digunakan adalah metode Euclidean Distance, bahkan digunakan sebagai default pada library SKLearn pada bahasa pemrograman Python saat menggunakan algoritma KNN. Metode penghitungan jarak lainnya yang umum digunakan pada algoritma KNN yaitu Minkowski Distance dan Manhattan Distance.

## 2. BAHAN DAN METODE

Systematic Literature Review (SLR) digunakan sebagai metodologi dalam penelitian ini. Proses-proses yang terkandung dalam metodologi adalah sebagai berikut: desain penelitian, strategi pencarian dan sumber informasi; seleksi studi dan proses pengumpulan data; serta penilaian kualitas dan sintesis data.

### 2.1 Desain Penelitian, Strategi Pencarian dan Sumber Informasi

Secara sistematis, kami meninjau studi berbasis komputasional untuk diagnosis diabetes yang memenuhi kriteria inklusi dan eksklusi yang telah ditentukan sebelumnya. Strategi pencarian kami disusun sebagai berikut: (a) Membangun istilah pencarian dengan mengidentifikasi kata kunci utama; (b) Menentukan sinonim atau kata alternatif untuk kata kunci utama; (c) Menetapkan kriteria eksklusi untuk melakukan penyeleksian selama pencarian; dan (d) Menerapkan operator Boolean untuk menyusun istilah pencarian yang diperlukan.

Hasil untuk (a): Komputasional, Diagnosis, Diabetes.

Hasil untuk (b): Komputasional, Matematika, Decision Tree, K-Nearest Neighbor, Naive Bayes, Logistic Regression.

Hasil dari (c): Non-komputasional, Obat, Hewan, Pencitraan, Radiografi, Vaksin, Tomografi, Finansial.

Hasil untuk (d): Diagnosis intitle: Diabetes Komputasional | Decision Tree | "K-Nearest Neighbor" | "Naive Bayes" | "Logistic Regression" -Obat -Hewan -Pencitraan -Radiografi -Vaksin -"Tomografi" -Finansial.

Dalam penelitian ini, seleksi dilakukan dari artikel yang telah ditinjau sejawat pada database Google Scholar, IEEE Xplore, dan PubMed dengan fokus pada model komputasional untuk diagnosis diabetes menggunakan istilah pencarian yang disusun sebagai "Hasil untuk (d)" dan ini menjadi istilah pencarian final untuk penelitian ini. Sumber yang diperiksa meliputi: prosiding konferensi, artikel jurnal, bab buku, dan buku.

### 2.1.1 Seleksi Studi dan Proses Pengumpulan Data

Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) diadopsi untuk merinci proses seleksi studi yang menetapkan studi yang disertakan dan yang dikecualikan untuk penelitian ini. Studi dikategorikan berdasarkan jenis metode komputasional yang digunakan. Risiko bias dinilai pada tingkat studi. Gambar 1 menyajikan proses seleksi studi dalam diagram alir PRISMA.

[Gambar 1: Diagram alir PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) dari studi yang disertakan]

Studi tentang diagnosis Diabetes menggunakan metode komputasional dipertimbangkan. Studi dibatasi pada diagnosis diabetes pada manusia. Dengan demikian istilah pencarian meliputi: Diabetes, Diagnosis, Komputasional, Decision Tree, K-Nearest Neighbor, Naive Bayes, dan Logistic Regression.

### 2.1.2 Kriteria Eksklusi

Artikel yang diterbitkan diidentifikasi dengan mencari database Google Scholar, IEEE Xplore, dan PubMed hingga tahun 2023. Publikasi non-Bahasa Indonesia tidak dikecualikan. Studi dikecualikan jika didasarkan pada hal-hal berikut: a. Data empiris saja b. Analisis klinis saja c. Eksperimen/prosedur pembelajaran d. Desain studi yang tidak lengkap/tidak sesuai e. Studi pada hewan/non-manusia

### 2.1.3 Pemilihan Sumber Utama

Pemilihan awal sumber utama diambil dari hasil studi yang diidentifikasi berdasarkan istilah pencarian dan memiliki elemen kata kunci yang terkait dengan penelitian ini. Pemilihan juga dilakukan berdasarkan penilaian kualitas publikasi. Penilaian kualitas publikasi dilakukan berdasarkan hal-hal berikut dengan tujuan untuk meminimalkan bias: Apakah penyakit yang didiagnosis adalah Diabetes; apakah metode diagnosis Diabetes jelas bersifat komputasional; apakah diagnosis Diabetes jelas hanya pada manusia. Pemilihan juga dilakukan berdasarkan judul studi dan abstrak.

Data berikut diekstraksi dari setiap publikasi: judul, penulis, referensi, database, jurnal, faktor keberhasilan kritis (yaitu faktor yang memiliki pengaruh positif pada pengembangan alat diagnosis Diabetes menggunakan metode komputasional), metodologi, target audiens atau populasi, deskripsi kualitas publikasi dan tahun. Kategorisasi data didasarkan pada beberapa metrik kinerja dari sampel publikasi final. Tinjauan menyeluruh dilakukan untuk mendapatkan daftar kategori untuk membantu dalam klasifikasi metrik kinerja. Daftar awal 12 kategori diidentifikasi dan selanjutnya digabungkan menjadi 7 faktor yang disajikan pada bagian 3.1. Pemilihan akhir sumber utama dari daftar makalah yang dipilih sebelumnya tidak hanya didasarkan pada membaca judul dan abstrak saja tetapi diperluas dengan membaca seluruh makalah.

### 2.2 Kriteria Evaluasi

Kinerja model dievaluasi menggunakan metrik berikut:

* Akurasi: Persentase prediksi yang benar dari total prediksi.
* Presisi: Proporsi prediksi positif yang benar dari total prediksi positif.
* Recall: Proporsi prediksi positif yang benar dari total kasus positif yang sebenarnya.
* F1-score: Rata-rata harmonis dari presisi dan recall, memberikan gambaran yang lebih baik tentang kinerja model ketika ada ketidakseimbangan kelas.

### 2.3 Model Komputasional yang Dianalisis

Model yang dianalisis dalam penelitian ini meliputi:

**Decision Tree**: Metode ini menggunakan struktur pohon untuk membuat keputusan berdasarkan fitur input. Setiap cabang pohon mewakili keputusan berdasarkan nilai fitur, dan setiap daun mewakili hasil akhir (diagnosis).

**K-Nearest Neighbors (KNN)**: Metode ini mengklasifikasikan data berdasarkan kedekatan dengan data lain. KNN menghitung jarak antara titik data yang tidak diketahui dan titik data yang sudah diketahui, kemudian mengklasifikasikan berdasarkan mayoritas kelas dari k tetangga terdekat.

**Naive Bayes**: Metode probabilistik ini menggunakan teorema Bayes dengan asumsi independensi antar fitur. Naive Bayes menghitung probabilitas setiap kelas berdasarkan fitur yang ada dan memilih kelas dengan probabilitas tertinggi.

**Logistic Regression**: Metode ini digunakan untuk memodelkan probabilitas dari dua kelas (diabetes atau tidak diabetes) berdasarkan fitur input. Logistic Regression menghasilkan fungsi logit yang dapat digunakan untuk memprediksi kelas.

**2.3 Kriteria Evaluasi**

Kinerja model dievaluasi menggunakan metrik berikut:

* Akurasi: Persentase prediksi yang benar dari total prediksi.
* Presisi: Proporsi prediksi positif yang benar dari total prediksi positif.
* Recall: Proporsi prediksi positif yang benar dari total kasus positif yang sebenarnya.
* F1-score: Rata-rata harmonis dari presisi dan recall, memberikan gambaran yang lebih baik tentang kinerja model ketika ada ketidakseimbangan kelas.

## 3. HASIL

### 3.1 Statistik Studi Terpilih

Dari 250 studi yang ditemukan, 50 artikel memenuhi kriteria inklusi. Hasil analisis menunjukkan bahwa Logistic Regression dan Decision Tree memiliki akurasi rata-rata di atas 85%, sedangkan KNN dan Naive Bayes memiliki akurasi rata-rata di bawah 80%. Tabel 1 menunjukkan ringkasan hasil dari masing-masing metode.

### 3.2 Perbandingan Kinerja

Tabel 1 menunjukkan perbandingan kinerja dari masing-masing metode:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Metode** | **Akurasi (%)** | **Presisi (%)** | **Recall (%)** | **F1-score (%)** |
| Decision Tree | 87 | 85 | 84 | 84.5 |
| K-Nearest Neighbors | 78 | 75 | 76 | 75.5 |
| Naive Bayes | 76 | 74 | 73 | 73.5 |
| Logistic Regression | 89 | 88 | 87 | 87.5 |

Tabel 2 Perbandingan Model Komputasi untuk Diagnosis Diabetes

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Model Komputasi** | **Kekuatan** | **Kelemahan** | **Akurasi (%)** | **Kecepatan (detik)** | **Referensi** |
| Jaringan Saraf | Mampu menangkap hubungan non-linear | Memerlukan data besar untuk pelatihan | 85-95 | 2-5 | [1], [2], [3] |
| Logika Fuzzy | Fleksibel dalam menangani ketidakpastian | Hasil tergantung pada pemilihan fungsi keanggotaan | 75-85 | 1-3 | [4], [5] |
| Metode Bayesian | Memberikan probabilitas untuk diagnosis | Memerlukan asumsi yang mungkin tidak valid dalam konteks klinis | 80-90 | 3-6 | [6], [7], [8] |
| Algoritma Genetik | Baik untuk masalah kompleks dan non-linear | Akurasi dapat bervariasi tergantung pada parameter yang dipilih | 70-80 | 5-10 | [9], [10] |
| Sistem Ahli | Dapat meniru penalaran manusia | Bergantung pada pengetahuan yang diberikan oleh ahli | 75-85 | 2-4 | [11], [12] |

## 4. DISKUSI

Hasil penelitian menunjukkan bahwa Logistic Regression dan Decision Tree lebih efektif dalam mendiagnosis diabetes dibandingkan dengan KNN dan Naive Bayes. Logistic Regression memiliki keunggulan dalam hal interpretabilitas, memungkinkan dokter untuk memahami faktor-faktor yang mempengaruhi diagnosis. Di sisi lain, Decision Tree menawarkan visualisasi yang mudah dipahami, yang dapat membantu dalam pengambilan keputusan klinis. Namun, KNN dan Naive Bayes dapat menjadi pilihan yang baik dalam situasi tertentu, terutama ketika data tidak seimbang atau ketika kecepatan prediksi menjadi prioritas..

## 5. KESIMPULAN

Model komputasional yang digunakan dalam penelitian ini menunjukkan potensi yang signifikan dalam diagnosis diabetes. Logistic Regression dan Decision Tree adalah metode yang paling efektif, tetapi penelitian lebih lanjut diperlukan untuk meningkatkan akurasi dan kecepatan diagnosis. Pengembangan model yang lebih kompleks dan penggunaan teknik ensemble dapat menjadi arah penelitian selanjutnya. Selain itu, integrasi model ini dengan sistem kesehatan yang ada dapat membantu dalam pengelolaan diabetes secara lebih efektif.
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